About Us

Algorithmic Intelligence Lab (AIL) focuses on the theoretical foundations and practical impact of
intelligent systems. Our research centers on optimization, algorithms, and mathematical modeling, and on
how these core principles drive advances in artificial intelligence, machine learning, social/complex
network analysis, and data science.

At AIL, we view intelligence through an algorithmic lens. We develop new algorithmic frameworks,
optimization methods, and theoretical guarantees that address fundamental challenges such as scalability,
robustness, efficiency, and interpretability. These foundations are tightly coupled with applications in
modern data-driven systems, including learning on graphs and networks, large-scale inference, decision-
making under uncertainty, and socially informed Al

A defining feature of AIL is the bidirectional flow between theory and practice. Real-world problems
motivate new theoretical questions, while rigorous analysis informs the design of reliable and principled
algorithms. Through interdisciplinary collaboration and a strong commitment to mathematical rigor, the
Algorithmic Intelligence Lab seeks to contribute foundational insights and practical tools that shape the
future of Al and data science.

1. Submodular Optimization and Algorithms

Tag: Theory and algorithms

Submodular optimization lies at the core of many discrete decision-making problems arising in
machine learning, data mining, and network science. Submodular functions capture the principle
of diminishing returns and provide a powerful modeling framework for problems involving
coverage, diversity, robustness, and information gain. The Algorithmic Intelligence Lab
investigates the theoretical foundations and algorithmic design of submodular optimization under
various constraints, including cardinality, matroid, knapsack, and more complex combinatorial
structures.

Our research focuses on developing efficient and scalable algorithms with provable
approximation guarantees, as well as understanding the fundamental limits of optimization in
both offline and online settings. We study classical greedy methods alongside modern advances
such as streaming algorithms, stochastic optimization, and adaptive and distributed approaches.
We also investigate how fairness constraints and group-level objectives can be incorporated into
submodular formulations, and how algorithmic guarantees change under such constraints.

Beyond algorithm design, we also analyze complexity, robustness, and stability properties that
are critical for deployment in real-world systems, including active learning, feature selection,
influence maximization, and network analysis. This line of work establishes a common
theoretical backbone that connects the lab’s learning, network, and data science research.
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2. Active Learning

Tag: Learning & Applications of Sec. 1

Active learning aims to reduce labeling costs by intelligently selecting the most informative data
points to query. At the Algorithmic Intelligence Lab, we study active learning through a
principled optimization perspective, with a particular emphasis on submodular objective
functions that quantify information gain, uncertainty reduction, or model improvement.

We formulate active learning as a sequential decision-making problem, where each queried label
provides diminishing marginal benefit as more data are observed. This naturally leads to
submodular and adaptive submodular formulations, enabling the use of greedy and
approximation algorithms with theoretical performance guarantees. Our work explores both
pool-based and streaming settings, as well as extensions to structured data, graphs, and large-
scale learning systems.

Beyond algorithmic design, we analyze the trade-offs between exploration and exploitation,
robustness to noise, and scalability in high-dimensional regimes. By grounding active learning in
submodular optimization theory, we aim to develop methods that are not only empirically
effective but also mathematically principled. This line of research bridges learning theory,
optimization, and real-world applications where labeled data are scarce or expensive.
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3. Feature Selection
Tag: Learning & Applications of Sec. 1

Feature selection is a fundamental problem in machine learning and data science, with the goal
of identifying a small, informative subset of features that preserves predictive power while
improving interpretability and efficiency. At AIL, we approach feature selection using
submodular optimization frameworks that model relevance, redundancy, and diversity in a
unified way.

Many commonly used criteria such as mutual information, entropy-based measures, and
coverage objectives, exhibit submodularity or approximate submodularity. We leverage this
structure to design efficient approximation algorithms with provable guarantees, even in high-
dimensional or large-scale settings. Our research also investigates constrained variants of feature
selection, including budgeted, structured, and group-based formulations.

In addition to algorithmic development, we study theoretical properties such as approximation
bounds, stability, and generalization performance. We also explore connections between feature
selection, sparsity, and interpretability in modern machine learning models. By combining
rigorous optimization theory with practical learning considerations, this work provides scalable
and reliable tools for feature selection across diverse data science applications.
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4. Recommender Systems
Tag: Applications of Sec. 1

Recommender systems sit at the intersection of algorithmic foundations and high-impact
applications, making them a natural fit for AIL’s “theory — practice” pipeline. At AIL, we study
recommendation through the lens of optimization and learning, emphasizing principled
objectives (utility, diversity, exploration) and scalable algorithms (e.g., matrix factorization,
neighborhood methods, and modern learning-based recommenders). This thrust cross-connects
with feature selection (representation design and sparsity/structure), active learning (efficient
preference elicitation and exploration—exploitation), and modeling in complex networks (graph
structure, homophily, diffusion-like dynamics that shape exposure and adoption).

We are especially interested in rigorous formulations of constrained recommendation (budgets,
diversity, group fairness, and policy constraints) and in understanding how algorithmic choices
behave under distribution shift and feedback loops. Many recommender problems also couple
naturally with submodular optimization when optimizing coverage/diversity over item sets or
user groups, enabling approximation guarantees aligned with our submodular-algorithms core.
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5. Data Summarization
Tag: Applications of Sec. 1

Data summarization at AIL spans text/document summarization and broader data subset
selection for efficient learning and analysis. The unifying idea is to construct compact
representations, e.g., summaries, prototypes, or coresets, that preserve the essential signal for
downstream tasks. This topic tightly connects to our core research in submodular optimization
and algorithms, where diminishing returns provides a principled way to model coverage,
diversity, and non-redundancy; it also links to active learning (choosing what to label/read next),
feature selection (choosing what to keep), and modeling in complex networks (summarizing
graph-structured data and diffusion-relevant content).

On the methods side, we study extractive summarization objectives grounded in submodular
functions (coverage/diversity mixtures), scalable maximization under budget constraints, and
learning-to-summarize frameworks that tune objective weights to match task metrics. We also
emphasize evaluation rigor and robustness: how summaries behave under noise, drift, and
domain shift, and how they support reliable decision-making in ML pipelines and network
analytics. We also consider representation constraints and balanced-coverage objectives (often
compatible with constrained submodular optimization) to ensure summaries are both informative
and equitable.
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6. Influence Diffusion in Social Networks
Tag: Social networks analysis & Applications of Sec. 1

Influence diffusion studies how information, behaviors, or innovations spread through social
networks. A central problem in this area is influence maximization: selecting a limited set of
seed nodes to maximize the expected spread. At AIL, we study influence diffusion using
submodular optimization methods grounded in network and algorithmic theory.

Under widely used diffusion models, such as the independent cascade and linear threshold
models, the expected influence function is submodular. This property enables efficient greedy
algorithms with strong approximation guarantees. Our research extends these classical results by
addressing challenges such as scalability to massive networks, uncertainty in network structure,
dynamic diffusion processes, and fairness-aware influence strategies.

We also investigate adaptive and online influence maximization, where decisions are made
sequentially as diffusion unfolds. Beyond maximization, we study influence control,
containment, and competing diffusion processes. By combining submodular optimization theory
with realistic network models, this work advances both the theoretical understanding and
practical applicability of influence diffusion in social, information, and economic networks.
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7. Community Detection in Complex Networks
Tag: Algorithms & Social/complex networks

Community detection(clustering) seeks to uncover latent structure in networks by identifying
groups of nodes with strong internal connectivity or shared functional roles. At AIL, we study
community detection from an algorithmic and optimization-driven perspective, integrating graph
theory, statistical modeling, and scalable computation.

Our research explores both classical and modern formulations, including modularity-based
methods, spectral algorithms, and probabilistic models. We focus on developing algorithms that
are theoretically grounded, computationally efficient, and robust to noise and sparsity. Particular
attention is given to large-scale and dynamic networks, where communities evolve over time and
exact optimization becomes infeasible.

We also study interpretability, validation, and the relationship between community structure and
downstream tasks such as prediction, diffusion, and learning on graphs. In addition, our work
explores fairness-aware community detection criteria that promote balanced representation and
avoid structural bias. By integrating fairness considerations into network analysis, this research
complements the lab’s efforts in fair influence diffusion and equitable learning, reinforcing a
unified vision of responsible, theory-grounded network science.
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8. Modeling in Complex Networks
Tag: Social/complex networks

Complex networks arise in diverse domains, including social systems, biological interactions,
communication infrastructure, and information networks. Modeling these systems requires
capturing structural heterogeneity, dynamics, and multi-scale interactions. At AIL, we develop
mathematical and algorithmic models that explain and predict behavior in complex networks.

Our work integrates graph algorithms, probabilistic modeling, and optimization to study
phenomena such as growth processes, diffusion dynamics, robustness, and emergent structure.
We aim to balance model expressiveness with analytical tractability, enabling both theoretical
insights and scalable computation. Connections to learning on graphs and network inference are
also a key focus.

By grounding network modeling in rigorous algorithmic principles, this research provides a
foundation for understanding real-world systems and informing applications such as social

analysis, recommendation, and decision-making. Modeling in complex networks serves as a
unifying theme that connects theory, data, and applications across the lab’s research agenda.
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