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ABSTRACT

Multiple layered neural networks can be trained to solve specific problems but the weights are difficult to interpret. The problem of choosing an architecture for a neural network has been replaced today by the problem of choosing a suitable kernel for an SVM. To identify the smallest set of features that still conveys the essential information contained in the original attributes, e.g. dimension reduction is still needed [1]. Aside from being useful for finding the nonlinear mapping into feature space, the method outlined here (i) computes the nonlinear transformation from the data into a target space, and (ii) generates dimension reduction, (iii) performs classification/categorization, (iv) performs function estimation, (v) is comprehensible in terms of fuzzy logic, (vi) performs unsupervised clustering, (vii) automatically produces association rules, and (vii) provides for a distance-based hashing access for efficient data retrieval for k-nearest neighbors type data processing. The dimensional reduction is analogous to that of dimensional analysis of physics, especially fluid dynamics [18], [27]; an example of application to speech can be found in [9]. Results of dimensional analysis in biology can be found in [20]. As a side product of this method, one can unify data warehousing, datamining and database, perform streaming datamining, and execute fast nonlinear regression. The core of the algorithm/method consists of Boolean minimization coupled with an approximation algorithm and special kind of fuzzy logic that can be found in [4]. The method is patent pending 60/294314 [28].

1. INTRODUCTION

There are a set of related problems in the fields of datamining, knowledge discovery, and pattern recognition. We don’t know how many neurons should be in the hidden layer or the output layer. Thus if we attempt to use ANNs for clustering as a preliminary method to finding patterns we must use heuristic methods to determine how many clusters the ANN should recognize. This is just another view of the problem in datamining of knowing how many patterns there are in the data and how we would go about discerning these patterns. There is a related problem in k-nearest-neighbors clustering in which we need an appropriate data structure to be able to efficiently find the neighbors of a given input vector. Indeed, before the k-neighbors method can be used to classify an input vector we need to be able to cluster the input vectors and an ANN might have been used for this process. The problem of knowing how many patterns (categories or classes/clusters) there are is an overriding concern in datamining, and in unsupervised artificial neural network training.

Datamining is based on what was called pattern recognition [26]. One way of classifying the types of pattern recognition is via (i) classification and (ii) estimation [2]. Typically classification is used to create a set of discrete, finite classes, whereas estimation is taken to be an approximation of some desired numerical value based on an observation. The boundaries are not very crisp since estimation consisting of a large number of integer values may just as easily be thought of as categorization or classification. This is especially true if the measured quantities (input data) do not consist of interval or ratio-scaled values [2], [15], [16].

Clustering is the process of grouping data into classes, heaps or categories so that objects within a cluster have high similarity in comparison with one another, but are very dissimilar to objects in other clusters. Dissimilarities are assessed based on the attribute values describing the objects. Often distance measures are used. Clustering is an unsupervised activity, or should be. Clustering can be thought of as the preprocessing stage for much of datamining. An automated clustering algorithm may be said to be the goal of datamining since classification and prediction algorithms can work on the clusters. Similarly association rules may be derived from the clusters.

2. FUZZY LOGIC

For example, it is easily seen that the implication A⇒B really implements the relationship t(A)≤t(B); that is, the conditional is false if the truth value assigned to A is not greater than or equal to that of B. It’s common in discrete multivalued logics and infinite valued logics to define the truth-value of a variable as that of itself; that is t(A)=A and c(t(A))=1−A (where c(·) is the complement function). To produce crisp logic from these valuations then, or even to produce a fuzzy logic, the simplest function to use is a threshold type of function, say the Heaviside Unit Step Function, H(·).

Instead of simply producing complementation via a threshold we've defined it via its truth-valuation. It is desirable that the complement function c(·) satisfy these properties [14]:

2c.1) Boundary Conditions c(0)=1 and c(1)=0
2c.2) Monotonicity ∀a,b ∈[0,1] [if A≤ B then c(A)≥ c(B)]
2c.3) c(A) is continuous
2c.4) Involutivity c(c(A))= A for all A∈[0,1]

Some desirable properties that the OR (union, from now on represented as u(x,y)) should possess are:

2n.1) u(A,B) should satisfy the B.C.
2n.2) Commutative u(A,B)= u(B,A)
3. MULTIPLICATIVE FUZZY LOGIC

Many things measured in the real world are non-negative numbers. That is true especially for all underdeveloped sciences. We can create a fuzzy logic for \([0, 1]\) to enable the interpretation of some operations in this domain. However we have to create an appropriate complementation.

If we want to take some guesses as to what kinds of laws of logic are impeccably true and should be preserved, the three that are commonly put forward as candidates are:

1a) \(x \cdot c(x) = 1\) The Law of the Excluded Middle (LEM)
1b) \(c(x-c(x)) = 1\) The Law of Noncontradiction (LNC)
1c) \(c(c(x)) = x\) The Law of Involution or Self-Inverse (LSI)

where \(c(x)\) is the negation or complement function. LNC is usually written as \(x \cdot c(x) = 0\) and called the Law of Contradiction. It’s not necessary to have infinite valued logics satisfy relationships that should only be valid for crisp bivalent logic. The functions defined above satisfy a more general type of the Law of the Excluded Middle and the Law of Noncontradiction. Differentiation of (1) yields (where prime indicates derivative):

2a) \(c'(x) = -1\)
2b) \(c(x) + x \cdot c'(x) = 0\)

Equations (2a) and (2b) have the solutions

3a) \(c(x) = k - x\)
3b) \(c(x) = k/x\)

respectively, where \(k\) is a constant of integration. Eq.(3a) is the commonly used fuzzy complement with \(k=1\). It is (3b) that is used here in multiplicative logic. We can relax the constraints given in (2) and still produce logic-like [or infinite-valued or fuzzy logics] results [8].

3c.1) The variables are not in \([0, 1]\) but instead in \([0, \infty]\), therefore proceeding formally according to the axioms of attractive rings [8] \(c(0) = 1/0 = \infty\), and \(c(\infty) = 1/\infty = 0\).

3c.2) \(\forall a, b \in [0, \infty] \quad (A \leq B) \implies c(A) \leq c(B)\)

WLOG (without loss of generality) for \(y = x, 1/y = 1/x\) QED

3c.3) \(c(A)\) is continuous

3c.4) \(c(A) = A \quad \forall A \in [0, \infty]\). Obviously true.

The desirable properties for the union:

3u.1) \(u(A, B)\) should satisfy the B.C.
3u.2) \(u(A, B) = u(B, A)\)
3u.3) \(A \leq A' \implies u(B, A) \leq u(B, A')\)
3u.4) Clearly \(\text{Max}(\text{Max}(A, B), C) = \text{Max}(A, \text{Max}(B, C))\)
3u.5) \(u(A, B)\) is continuous
3u.6) \(u(A, A) > A\) superidentempotent

If this condition were \(u(A, A) \geq A\) [super]identempotent it would probably be better since the best we can do with the \(\text{Max}(A, B)\) is idempotency.

3u.7) \(A < A' \land B < B' \implies u(A, B) < u(A', B')\)

If the condition is \(A < A' \land B < B' \implies u(A, B) \leq u(A', B')\) it is satisfied since \(A < A' \land B < B' \implies u(A, B) \leq u(A', B')\) e.g. for \(A < A' \land B < B'\) then \(\text{Max}(A, B) \leq \text{Max}(A', B')\).

Similar comments apply to the intersection.

3i.1) \(i(A, B)\) should satisfy the B.C.
3i.2) commutative \(i(A, B) = i(B, A)\)
3i.3) monotonic \(B \leq B' \implies i(A, B) \leq i(A, B')\)
3i.4) associative \(i(i(A, B), C) = i(A, i(B, C))\)

\(\text{Min}(\text{Min}(A, B), C) = \text{Min}(A, \text{Min}(B, C))\) is obviously true.

3i.5) \(i(A, B)\) is continuous
3i.6) \(i(A, A) < A\) subidentempotent

If the condition were \(i(A, A) \leq A\) e.g. [sub]identempotent, it would probably be better since the best we can do with the \(\text{Min}(A, B)\) is idempotency.

3i.7) \(\text{StrMon} \quad A < A' \land B < B' \implies i(A, B) < i(A', B')\)

This condition \(A < A' \land B < B' \implies (A, B) \leq (A', B')\) is satisfied since for \(A < A' \land B < B'\) then \(\text{Max}(A, B) \leq \text{Max}(A', B')\).

We can also prove:

Theorem: The \(\text{Max}()\) and \(\text{Min}()\) functions as norm and co-norms satisfy De Morgan’s laws with the complement \(c(x) = 1/x\).

Proof: WLOG assume \(x \geq y\), \(u(x, y) = \text{Max}(x, y) = x\) and \(i(x, y) = \text{Min}(x, y) = y\).
Then  \(-\text{Max}(x, y) = \text{Min}(x, -y) = \text{Min}(1/x, 1/y) = 1/x\)
But directly  \(-\text{Max}(x, y) = -x = 1/x\)

Also,  \(-\text{Min}(x, y) = \text{Max}(x, -y) = \text{Max}(1/x, 1/y) = 1/y\)
and direct computation shows that  \(-\text{Min}(x, y) = -y = 1/y\)
QED

There is only a minor problem in actual computation, and that is not to use the interval as \([0, \infty]\) but the interval \([\epsilon, \infty]\) where we can make \(\epsilon = 0\) or \(\epsilon \ll 1\), in other words, as close to zero as possible. In practice the numbers can be normalized especially for datamining so that there is room for “outliers” without having to renormalize (see Section 7). Therefore there is no reason not to interpret the nonnegative numbers that often show up in neural networks and datamining as fuzzy logics. This brings us to the fact that “dimensionless groups” or physics and fluid dynamics are products of variables, and therefore the “clusters” found by datamining techniques should be products. Also from dimensional analysis we know that dimensional analysis performs dimension reduction admirably, whereas in datamining, we are forced to rely on linear-algebra (or linear) techniques for dimension reduction and feature extraction. If we switched to “multiplication” and left the world of addition and linearity behind, especially using the fuzzy logic shown here clustering and datamining would be much easier and more productive. The system HUBSAN [28] method does exactly this (and also with other fuzzy logics). It has been explained in [4,5,6,11,12]. Furthermore we can create smoother versions of Min() and Max() operators [8].

4. IDEMPOTENT AND CONTINUOUS MAX-MIN

Consider the functions given below

4) \(H_h(x, y) = \left(\frac{1}{2}\right)(x+y)^{h+1}\)

5) \(M_m(x, y) = 2^{m-1}\left(\frac{(x-y)}{(x+y)^2}\right)^m + 1\)

from [8]. It’s easy to see that the \(H_h(x,y)\) takes one as its maximum value, and zero for its minimum for \(0 \leq x, y \leq 1\). In addition, for \(h = 1\) it’s linear in both \(x\) and \(y\). The function \(M_m(x,y)\) is always positive, symmetric and zero for \(x = y\). It’s essentially \((x-y)^2/abs(2(x-y)^2)\) or \(abs(x-y)/2\) since the positive square root is taken in the denominator by convention. Hence the elementary operations are being used to define the abs() function instead of defining abs() as a primitive operation or a primitive function. The plots for these functions for some values of the parameters \(m\) and \(h\) are shown in Figure 1 below.

It can be seen that \(H_h(x,y)\) is a plane and that \(M_m(x,y)\) is not smooth because of the discontinuity of the derivative along \(x=y\). However, the algebraic sum and differences of these functions are exactly Max(x,y) and Min(x,y).

Figure 1: \(H_0(x,y)\) and \(M_0(x,y)\) respectively.

It’s easy to verify that

6a) \(\text{Max}(x, y) = H_0(x, y) + M_0(x, y)\)

6b) \(\text{Max}(x, y) = H_0(x, y) - M_0(x, y)\)

It can be seen that \(\text{Max}(x,y)\) and \(\text{Min}(x,y)\) are not the only continuous and idempotent functions that implement union or intersection. In particular, since \(M_m(x,y)\) is zero along the diagonal (i.e. \(x=y\)) and \(H_1(x,y)\) increases linearly along the diagonal from zero to one (i.e. is idempotent) then all functions of form

7a) \(V_m(x, y) = H_0(x, y) + M_m(x, y)\)

7b) \(A_m(x, y) = H_0(x, y) - M_m(x, y)\)

are idempotent and continuous since the form of \(H_0(x,y)\) guarantees it, but only the max-min functions as defined in Eqs. (6) are also associative. Analogous results can be obtained for other values of the parameters \(m\) and \(h\). It can be seen that \(V_2(x,y)\) and \(A_2(x,y)\) do not satisfy the crisp B.C. along the edges but only at the points corresponding to the binary values \((0,1)\). Other binary connectives and even nonstandard logic-like functions can be derived from the basic functions \(H_0(x,y)\) and \(M_m(x,y)\). For example the functions

8) \(U_m(x, y) = \left[H_0(x, y) + M_m(x, y)\right]^n\)

9) \(I_m(x, y) = \left[H_0(x, y) - M_m(x, y)\right]^n\)

are continuous but not idempotent and satisfy the boundary conditions not only at the end points but also along the edges. By dropping the idempotency requirement even more flexibility is gained. However,

Figure 2: Min() and Max() in terms of \(H_0(x,y)\) and \(M_0(x,y)\)
we can use a fuzzy operator, that is an operator that is neither OR nor AND. Such a form can be created easily from any fuzzy norm and conorm. For example, if we use the standard Zadeh norm and conorm $max(x, y)$ and $min(x, y)$ functions we can create a fuzzy operator (a fuzzy norm/conorm) via

$$F(x, y) = \rho \cdot Max(x, y) + (1 - \rho) \cdot Min(x, y)$$

which can be found in [6]. Obviously, a fuzzy-operator can be created exactly the same way from any norm/conorm. Using the functions in Eq. (1) and (2) we can create a fuzzy operator

$$F(x, y) = H_0(x, y) + \xi M_0(x, y) \quad \text{where} \quad \xi \in [-1, 1]$$

Therefore we can treat as a fuzzy variable and use it in regression-like operations in cases in which we do not know in advance if the relationships sought should be multiplicative (power laws and AND-like relations) or additive (OR-like relations). Obviously there is nothing to stop anyone with experimenting with mixing fuzzy-logical [*+, +] arithmetic [*+, -]. It is quite easy to set up other fuzzy operators from any truth valuation type as shown above. As an example, suppose the data from some datamining project yielded the K-map as given in Fig. (3a). The grouping/clustering via approximation gives the result in Fig. (3b). The simplification of the K-map (KH-map) of Fig (3b) is

$$F(x_1, x_2, x_3, x_4) = x_2 \tilde{x}_3 x_4 + x_1 \tilde{x}_2 \tilde{x}_3 + x_1 x_3 x_4$$

one minterm for each group/cluster. Each minterm in Eq (12) represents an edge (or a hyperplane) on the binary hypercube.

Figure 3: K-map simplification. The K-map in (b) is assumed to be derived from some data, such as (a) after thresholding the number of occurrences of each possibility. The reduction to (0,1) and grouping is shown in (b).

5. DATAMINING VIA MINIMIZATION

A second interpretation which leads to [unsupervised] datamining is by ignoring the last stage Fig (4) and instead making the equivalence

$$\begin{align*}
\begin{bmatrix}
y_1 \\
y_2 \\
y_3 \\
\end{bmatrix} &= \\
\begin{bmatrix}
x_1 \tilde{x}_2 \tilde{x}_3 \\
x_2 \tilde{x}_3 x_4 \\
x_1 x_2 \tilde{x}_3 \\
\end{bmatrix}
\end{align*}$$

Here the $y_k$ are obviously the nonlinear clusters of data that a good datamining or knowledge discovery package should discover. [These clusters, or actually combinations of clusters may also be user-chosen and can be done at various levels of approximation (graining) to yield 'mixed' e.g. combination of supervised and unsupervised, datamining]. And the results can be further improved by training a special kind of an artificial neural network specifically customized for this problem [see below]. Furthermore, the results can be transformed back into the arithmetic domain (where *interval and ratio* scaled values may be used [14],[25],[23]), and still be interpreted using a [special] fuzzy logic so as to create association rules. The axioms of fuzzy logic can be found in many books ([8], [11], or [9]). Also in [8] is the special fuzzy logic that will be used for training of real-valued (interval-scaled or ratio-scaled) neural networks of the type here and in [4]. The crucial observation that relates real-valued variables to fuzzy-logic and association rules is in multiplicative logic (*vide supra*). It should be noted that some of the weights are negative. Clearly, using the fuzzy-logic above, the negative weights are to be interpreted as complements [or using probabilistic interpretations, they denote negative correlations]. Furthermore, the groups, $x_2 x_3 x_4$, and $x_1 x_2 x_3 x_4$ serve functions similar to dimensionless groups of physics [18], [27] and the exact relationships amongst the input variables should be sought in terms of these groups. Hence, the method achieves a nonlinear dimension reduction, better than PCA which is linear. At
the same time, we have achieved the solution to one of the problems associated with neural networks; that is, we now know how many output (or hidden layer) neurons a neural network should have for some specific problem at hand as exemplified by the data we possess. We can now modify the digital circuit of Fig(4) to create a neural network which can be interpreted using the specific fuzzy logic shown above. This multiplicative neural network is customized for the problem and also does not require regression. In addition, (i) we know how many output neurons we should have (ii) can perform nonlinear separation and (iii) does not need a second stage (for classification) unless we want to cluster the clusters. In general the outputs (using the suppressed summation notation of Einstein) for this network are of the type

$$
\ln(y_i) = \sum_k w_{ik} \ln(x_k) \quad \text{or} \quad y_i = \prod_{k=1}^{n} x_k^{w_{ik}}
$$

This network is obviously a [nonlinear] polynomial network, and thus does not have to “approximate” polynomial functions as the standard neural networks. The clustering is naturally explicable in terms of logic so that association rules follow easily. Furthermore, it quite easy interpret using fuzzy logic.

6. THE COMPLETE ALGORITHM

Making use of the various ingredients sketched out above we can produce a coarse-grained informal high level method for clustering and rule extraction:

1) Normalize input vectors to \{0, 1\}^N. This is the first approximation. In high dimensions almost all data is in the corners [9]. This is also the hash address of each input vector. Thus we also have created a data warehousing structure in which records can be fetched in O(1), the Holy Grail of file processing and database. The method will be illustrated, without loss of generality, via examples. We start by normalizing every component of each input vector \( y_j \) to the interval [0,1], that is: \( \mathbb{R}^N \to [0, 1]^N \). The function \( f(x) = [x - x_{\min}] / [x_{\max} - x_{\min}] \) easily accomplishes this. (The interval [-1, 1] may also be used, especially for time series.)

In the second step of the first phase we reduce every component of the vector via \( g: [0, 1] \to [0, 1] \). This can be done quite easily via the Heaviside Unit Step Function \( U(x) \). For each component of every input vector, let \( x_j = U(x_j - \beta) \) where the bias \( \beta = 0.5 \).

Save the occurrence counts of the binary input vectors in the KH-map data structure [11,12,15]. For very large dimensions hashing will be much more effective and efficient than the array structure. For smaller dimensions the array vs hash address is immaterial, since it is very easy to create a bucket-splitting algorithm to handle all sizes; however, it is not within the scope of this manuscript.

II) Cluster Formation: Select a threshold \( \tau \) and create a new KH-map using \( x_k = U(x_k - \tau) \). Apply the Quine-McCluskey algorithm and minimize the Boolean function. The resulting Boolean function is a high-level association rule. If the algorithm is running in the unsupervised mode, then each minterm is a [nonlinear] cluster. If the algorithm is running in the supervised mode, then the complete Boolean function is the nonlinearly separable cluster (such as the XOR). The association rule(s) at the same time determine the architecture of novel neural network architecture. They determine the number of output nodes, and the connections of the input nodes to the output nodes. The minterms (association rules) are the nonlinearly coupled groups of variables analogous to dimensionless groups of physics and thus perform nonlinear dimension reduction of the problem/data. The best results will be obtained if relationships are sought between these groups of variables.

III) Decrement the threshold and repeat I-III as many times as desired or needed to get a clear picture of the data as possible.

IV) Neural Network Classifier: The novel neural network [4] is (i) a fuzzy decoder or (ii) a multiplicative neural network classifier/categorizer that performs nonlinear separation of inputs while reducing the dimensionality of the problem. Since the resulting neural network is customized for the data, then the number of output nodes is the dimension of the problem/data. The input variables can/should be renormalized to achieve good results using the neural network presented here and the special fuzzy logic first presented in [8] and V) Rapid Nonlinear Regression: Select a fuzzy logic truth valuation scheme and/or norm/conorm. Instant nonlinear regression without overfitting!

VI) Use the exponents of the variables in the nonlinear groups of variables (fuzzy minterms?) as the nonlinear mapping for an SVM feature space.

VII) Interpretation: The results can be interpreted in many ways using fuzzy logic, Boolean algebra, association rules, neural networks, or nonlinear mapping to the feature space of SVMs.

7. NORMALIZATION AND OUTLIERS

There are very good reasons why regression (used often by statisticians) should use equations of form

$$
y = \prod_{i=1}^{n} \left( \sum_{j=1}^{m} a_{ij} \right)^{x_j}
$$

It can be explained easily using fuzzy logic [6]. Furthermore, for fine-tuning the neural network we should renormalize the input variables. For each component of the input vector, x, the transformation,
16) \( G: x \rightarrow (1 - F(x_{\text{min}})) \left[ \frac{F(x) - F(x_{\text{min}})}{F(x_{\text{max}}) - F(x_{\text{min}})} \right] + F(x_{\text{min}}) \)

for \( x_{\text{min}} \leq x \leq x_{\text{m}} \) will map \([x_{\text{min}}, x_{\text{m}}] \rightarrow [F(x_{\text{min}}), 1]\), where \( F(x) \) is any cdf (cumulative density function), \( x_{\text{min}} \) is the minimum data value in the input, \( x_{\text{max}} \) is the maximum value achieved by the inputs and \( x_{\text{m}} \) is something like the mean or the median of the data. Typically the corresponding pdf (probability density function), \( f(x) \) will be defined mostly in \([0, \infty]\). For \( x_{\text{m}} \leq x \leq x_{\text{max}} \) the mapping will be \([x_{\text{m}}, x_{\text{max}}] \rightarrow [1, x_{\text{max}}] \) via the transformation

17) \( G: x \rightarrow (x_{\text{max}} - 1) \left[ \frac{F(x) - F(x_{\text{m}})}{F(x_{\text{max}}) - F(x_{\text{m}})} \right] + 1 \)

Hence the method, at least this part of it, is implicitly probabilistic. For a symmetric pdf (probability density function), approximately half the inputs will be greater than \( x_{\text{m}} \), and the other half will be greater. Therefore the inputs can be thought of as fuzzy variables [small, large]. Because of this transformation, the small variables will have complements in the large interval and vice versa. Hence the transformation \( G \), along with the complement \( c(x) = 1/x \) implements a family extended fuzzy logic over the positive real-valued inputs. This also neatly takes care of the out-of-bounds (out-of-data) problem in the test data; we do not have to renormalize again, however the interpretation cannot be done strictly in terms of logic.

The interpretation of the "extended" fuzzy logic (in the sense that it is about interpretation of mathematical models e.g. those models employing arithmetic) we need to generalize De Morgan's laws since we already have a complement. It is easily seen that the implication \( A \Rightarrow B \) is really \( t(A) \leq t(B) \). Using the Heaviside step function we can write the implication as \( H(t(B) - t(A)) \) where we define \( H(0) = 1 \), and \( t(A) \) is the truth value assigned to the variable \( A \), This definition will work both for fuzzy logic and crisp logic. Similarly we can extend De Morgan's laws by changing the equalities to inequalities. However, the results are dependent on the values of the variables e.g. the inequalities

18a) \[ \overline{A \overline{B}} \leq A \overline{B} \]
18b) \[ A \overline{B} \leq \overline{A \overline{B}} \]

are true only for \( A + B \leq 1 \) (using the complement \( c(x) = 1/x \)). We can write these concisely by using the Heaviside step function as used above.

19a) \[ H(S[1 - (A + B)](A\overline{B} - \overline{(A + B)})) = 1 \]
19b) \[ H(S[1 - (A + B)](A + \overline{B} - (A\overline{B}))) = 1 \]

where \( S(.) \) is the signum function e.g. sign of the argument. Since the function computes to \([0,1]\) the equations can be written without the equal sign and may be interpreted as logical statements or assertions. The use of the signum function reverses the direction of the inequality. Using these substitutions for De Morgan's laws one can treat ordinary multiplication as a conjunction, and addition as disjunction so that multiplicative neural networks which deal with unnormalized quantities (e.g. quantities in \([0, \infty]\)) can be interpreted in terms of something simpler, e.g. fuzzy logical ideas. For the inverse complement these are given as

20a) \[ H(S(1 - (A + B))\left[\frac{1}{|A + B|} - \frac{1}{A + B}\right]) = 1 \]
20b) \[ H(S(1 - [A + B])\left[\frac{1}{|A + B|} - \frac{1}{A + B}\right]) = 1 \]

The dimensionless groups (section 5) that arise from the clustering are extensions of simple products and can be interpreted as fuzzy intersections. It is not difficult to extend the "extended" De Morgan’s laws to the interval \([-\infty, +\infty]\).

8. CONCLUSION

The method produces nonlinear [nonspherical] clusters, performs nonlinear dimension reduction akin to dimensional analysis, can be used in supervised or unsupervised modes, can be used to find the nonlinear transformations for Support Vector Machines, and much more.
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